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Abstract— The bulk power system is the largest man-
made network, and its sheer size makes controlling it
an extremely difficult task. In this paper, a method to
control the network using FACTS devices set to lev-
els determined by a maximum flow (max-flow) algo-
rithm from graph theory is described. The maximum
flow algorithm is introduced and shown how it applies
to the power system for FACTS device placement and
scheduling. Finally, the appropriateness of the maxi-
mum flow algorithm for power flow control is discussed.
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I. INTRODUCTION

The bulk power system grid is arguably the largest man-
made interconnected network in existence. The sheer size
of the power network makes control of the grid an extremely
difficult task. Cascading failures are the most severe form
of contingency that can occur in a power system. If not im-
mediately mitigated, a contingency may lead to a second,
a third, and so on until load must be shed to stabilize the
system. A typical cascading failure involves transmission
line overloads. In a system where there is a large direc-
tional power flow from one region to another, the loss of a
single transmission line can instigate a cascading failure. If
the first transmission line is lost, the power it carried must
be shunted across the remaining parallel transmission lines.
The shunted power may cause one or more of these trans-
mission lines to overload. At some point, it is no longer
possible to serve the load with existing network topology.
If load is not shed in a timely manner, generators may trip
as a result of under-frequency protective relays.
Distributed “flexible AC transmission system” (FACTS)
controllers in the network can help alleviate the overload
problem by directing extraneous power flow away from

highly loaded lines. Grid control has historically been de-
centralized due to geographic and regulatory constraints.
With the expansion of communication technologies, in-
cluding optical and wireless communication, it is rapidly
becoming possible to incorporate real-time, distributed,
decision-making processes over a widespread area using a
variety of information. Within this framework, controllers
will be able to broadcast and receive operating status in-
formation from other entities throughout the system. Each
entity must make computational decisions locally using
state information obtained by messages from other pro-
cesses.

The family of FACTS devices holds considerable promise
as network-embedded controllers. The problem then be-
comes one for the identifying the sizing and placement of
these controllers, and how to coordinate their action. In
this paper, the FACTS devices execute a graph-theory-
based maximum flow distributed algorithm to identify crit-
ical transmission corridors and adjust power flow to avoid
cascading failures.

This paper describes the problem of where to place the
FACTS devices to achieve maximum power flow perfor-
mance and how to coordinate the actions of each device
to prevent unproductive interactions. In section 2, the
maximum flow algorithm is described as it applies to the
power grid. Section 3 is a discussion of the placement of
the FACTS devices and the appropriateness of the max-
flow algorithm for the power flow. Section 4 discusses the
conclusions and future directions for this work.

II. MaxmMuM FLow AND THE POWER GRID

This section will give an introduction to the maximum flow
algorithm, relate it to the power gird, and then discuss
specifically how the algorithm is used to place and coordi-
nate FACTS devices.

A. Introduction to Mazimum Flow

The power flow in a power grid is modeled as a directed
graph flow problem with a directed graph G(IN, A) model-
ing the power network. The set of nodes, N, corresponds
to the busbars (or simply buses) of the power network. The
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Figure 1 — Example Graph. Part (a) shows the showing
each line with zero flow and variable capacity of z, (0,x).
Part (b) shows the graph after using forward labelings.
Part (c) shows the network after the algorithm completed.

power flow between buses n;,n; € N is represented by an
arc a;; € A. Each arc is assigned a weight, u;;, denot-
ing the maximum allowable power flow through that line,
and subsequently, over the arc in the network. Initially, the
weights are set as the steady state flow of an unconstrained
power grid. A simple example of such a graph is shown in
Figure 1 (a). Each arc pair gives (assigned flow, maximum
flow), therefore the (a) graph shows that each arc has 0
units of assigned flow on each arc and is assigned a weight,
or capacity. For the basic max-flow algorithm there are two
special nodes, s and ¢, representing the source and termi-
nation (or sink), respectively. The figure does not show the
directions of the arcs A — B, A— D, and C — D. Those di-
rections were omitted because flow can theoretically travel
in either direction. Those undirected arcs represent two
directed arcs, one in each direction. When there is flow
on one of the undirected arcs, a direction will be added to
indicate the direction of the flow.

For simplicity, the algorithm of [1] will be used to find
the maximum flow. The algorithm is shown in Figure 2.
The algorithm works by successively assigning flow f(a;;)
to arcs along a directed path from s to ¢ until no more flow
can be added. For the first augmenting flow, the arcs along
the path s — A — D — ¢t are labeled using 3 units of flow.
Augmenting flow from s — A again results in finding a path

Definitions:

e Forward Labeling of a;;:
If n; is labeled and n; is not and wi; > f(asj), n; gets
labeled and Aij = Ujj — f(aij)

e Backward Labeling of a;:
If n; is labeled and n; is not and f(ai;) > 0, n; gets labeled
and Ay = f(ai;)

Algorithm:

1. Assign an initial flow (f(as;) = 0 for all arcs in A)
2. Mark s labeled and all other nodes unlabeled.

3. Search for a node that can be labeled by either a forward
or backward edge. If none found, flow is maximum, stop.
If n; =t go to step 4, otherwise, repeat this step.

4. Backtrack the path computing the minimum A;; used. If
ai; used a forward labeling, f(ai;) < f(as;) + Asj. If ag;
used a backward labeling, f(ai;) < f(as;) — Aij. Go to
step 2.

Figure 2 — Ford and Fulkerson Algorithm for Max-Flow

along s — A — B — t, which uses the remaining 5 units of
flow from s — A. In the next augmentation, the edge from
s to A is at capacity, so a new path is searched along s to
C. The flow is augmented on the path s — C' — D —t, which
accomodates 2 units of flow. The resultant graph is shown
in Figure 1 (b). Searching for a path from s — C, power
flow can be sent on C' — D, but D — ¢ is at capacity and
cannot accept more flow, thus the edge D to A must be
searched, using a Backwards Labeling. The path continues
along A — B — t. After the flows have been updated, the
algorithm terminates because there are no more available
paths to be found to the sink node. The final graph is in
Figure 1 (c¢). By summing the arcs out of the source or
into the sink, the maximum flow can be calculated, which
in this case is eleven.
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Figure 3 — Example power system network

B. Modeling Power Flow Using Maz-Flow

As previously described, the power grid is modeled as a
directed graph G(N, A). An example of a power network
modeled in this way is shown in Figure 3. The power sys-
tem’s active power loads are shown as arrows from each
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Figure 4 — Power network directed flow graph

bus, and the directed active power flows from steady state
generation are shown for each transmission line. This
power system may be equivalently represented as a di-
rected graph as shown in Figure 4. Due to the power
flow equations, each node in the graph must also satisfy
flow;, = flowyy:, except for the source and sink nodes.
Note that all power flows from the source (s) to the termi-
nation (t). The termination may be considered the network
“ground” node and the source is a “virtual source” node
connecting all the power generators. The nodes s and ¢,
together with G, form a graph G'(N', A").

This model is useful for the case when a line is lost due
to a failure, and the resulting power flow stresses the net-
work. Too much load is drawn over lines of inadequate ca-
pacity and one-by-one the lines overload and trip off-line.
A method is needed to rapidly re-balance the power by
either re-directing the power flow across transmission cor-
ridors with greater capacity, or by shedding load to main-
tain power flow to the remaining loads. The solution to this
problem can be approached by modeling it as determining
the maximum flow in a directed graph [2].

C. The Distributed Algorithm

While the max-flow algorithm can be run from a central
site, there are several problems with this centralized ap-
proach. The first is that communication with the central
site may be compromised due to hardware failures or in-
trusions (hacking) into the communications network. The
central site may also be subject to failure.

Since the power grid problem is inherently distributed,
the FACTS devices can coordinate themselves by each run-
ning a distributed algorithm. Decentralized or parallel al-
gorithms for the solution of max-flow have been proposed
by many researchers [3].

Distributed Max-Flow Algorithm:

Assign an initial flow (f(a;;) = 0 for all arcs in A)
for each Generator s;, do in parallel

1. Mark s; labeled.

2. Select an unlabeled outgoing arc n;. If there are no more
unlabeled outgoing arcs, stop.

3. Label node s; and the arc with (s;, Ajj).

4. Explore the arc as;; with a probe(s;, Aj;).

5. Wait for messages to return. If the return message is
e path(si, Aij), set f(as;j) < flas;;) + Ay

e blocked(s;): All paths to t are blocked by other
searches. Unlabel the arc a,;;. Go to step 2.

e echo(s;): All paths to t along a,,; are filled to capac-
ity. Go to step 2.

for each node, n;
1. wait for a probe(s;, Ax)

2. If the node is already labeled by s;, return echo(s;) to the
sender of probe. Go to step 1

3. If the node is already labeled (by some s;), return
blocked(s;) to the sender of the probe. Go to step 1

4. If the node is a sink node,
e If a;, used a forward labeling, f(aim) < flaim) +
Apm-
e If a;,, used a backward labeling, f(aim) < f(aim) —
A
clear labels for s; and send path to sender of probe.

5. Select an unlabeled arc, a;,,. If there are no more unlabeled
arcs that are not already at capacity, send echo(s;) to the
sender of the probe, ng, and clear the label for s;.

6. Al'm — Uim — flm-

7. Label the arc and send a probe of (s;, A=min(Agi, Aip)).
If there are no more unexplored arcs that are not already
at capacity,

8. Wait for messages to return. If the return message from
node n,, is
[ ) pa.th(si,Alm)

— If a;, used a forward labeling, f(ai,) <

f(alm) + Alm-
— If ain used a backward labeling, f(aim)

f(alm) - Alm-
clear labels for s;, set Ax <« Ayyn, and send

path(s;, Axi) to sender of probe.

e blocked(s;), all paths to t are blocked by other
searches, clear labels for s; and send blocked(s;) to
sender of probe.

e echo(s;): All paths to ¢ are filled to capacity. Go to 5.

Figure 5 — Distributed Algorithm Using Multiple Sources
for Max-Flow

In this application, it is unlikely that a processor would
exist at each node (bus bar); however, processors would



exist at the FACTS devices. Processors exchange mes-
sages with each other over a communication network. For
the power grid, this paper assumes each FACTS device
and each generator has a processor and the communica-
tion links parallel the lines. With multiple source flow, the
algorithm explores augmenting flow paths, simultaneously,
from each generator by passing probe and response mes-
sages over the communications links. Winning paths are
selected for the resulting power flow on a “first discovered”
basis. Each FACTS devices runs the distributed maximum
flow algorithm shown in Figure 5 which is a modification
of the one from [4], which is based upon the one from [1].

The control algorithm uses the distributed maximum
flow algorithm with the arc capacities initially set to the
steady state, unconstrained power flow values. If the loads
cannot be satisfied with these capacities, then changes are
made to try to satisfy the load. First, all of the arc capac-
ities are increased to the actual corresponding power line
capacities. The maximum flow algorithm is then restarted
with the sink nodes as source nodes and source nodes as
sink nodes. The maximum flow algorithm changes slightly,
as well. When the arc flows are modified, the negative
value of the A is added to or subtracted from the arc flow.
The other change to the algorithm is in the calculations of
the A values. When searching from the sink to the source,
Ajj  wji — fi-

III. FACTS PLACEMENT

The implementation of the max-flow algorithm on the
power grid will be accomplished with the use of FACTS
devices to enforce the desired flow across each line. The
FACTS devices are assumed to be a series device, such as
a UPFC, an SSSC, or a TCSC, that can control the active
power flow across the line. The objective is to find the opti-
mum placement of the minimum number of FACTS devices
to realize the distributed max-flow algorithm. To properly
control the network, the devices need to be arranged in a
way that the grid remains stable under all possible single
line contingencies. The approach is based on an enumer-
ation of single contingencies. The algorithm of Figure 6
describes the proposed method of determining the place-
ment of each FACTS device.

In this approach, each contingency is analyzed separately
using a “greedy” strategy. As each contingency is applied,
a FACTS device is placed on the line that is the most over-
loaded as a result of the outage. The amount of over-
load can be chosen as absolute value of overload (in MW),
as a percentage of the base value, or as a percentage of
the maximum capacity of the line. The criteria used will
result in slightly different enumeration of the FACTS de-
vices, but not surprisingly, those lines which are chronically
overloaded will surface regardless of the criteria used. A
FACTS device is then placed on the line with the greatest
overload and its capacity is set to the value determined by
the max flow algorithm. At this point, it is assumed that
the FACTS device has suitable controls such that it will
be able to regulate the active power flow to the desired

Algorithm for FACTS Placement:

Select a line to be outaged and the desired number of
FACTS (Fruaz);
Execute Max-Flow on the graph without the selected line;

1. Let F <0
2. F+ F+1

3. Compare the actual electrical flow (including all
FACTS devices) to the Max-Flow values;

4. Choose the most overloaded line;

5. Place a FACTS device on that line and set the flow to
the Max-Flow value;

6. If F < F 4z, g0 to 2.

Figure 6 — Algorithm for determining the placement of
FACTS devices for each contingency.

value. In the power flow, the FACTS device is modeled as
in [5]. This process is repeated for the given contingency
until the maximum number of desired FACTS devices have
been placed. Then the algorithm is repeated for the next
contingency. The algorithm of Figure 6 is applied to the
118 bus test system shown in Figure 7.

This algorithm results in the placement of FACTS de-
vices as shown in Figure 8. The 118 bus system has 179
lines. The horizontal axis indicates which line has been
outaged. The dots indicate the line where a FACTS de-
vice should be place for that particular outage based on
percent overload. Note that the figure has a diagonal ten-
dency. This indicates that the overloaded lines tend to be
near the outaged line, which is the intuitive result. How-
ever, there are also lines that are chronically overloaded,
indicated by the FACTS placement on certain lines de-
noted by the frequency of dots in the vertical direction. A
summary of the chronically overloaded lines are given in
Table 1. This table lists the line number (corresponding
to Figure 8) and the corresponding sending and receiving
end bus numbers (corresponding to Figure 7) of the four-
teen most chronically overloaded lines. Note that many
of the chronically overloaded lines are in close proximity
to one another, frequently caused by the same re-directed
power flow as a result of the line outage. By using FACTS
and the maximum flow algorithm, it is often possible to
mitigate adjoining line overloads simultaneously.

The maximum flow algorithm indicates the amount of
active power flow that should be carried by all lines in the
system. However, this is impossible to physically enforce,
even if each line in the system had a FACTS device on
it. Therefore the critical lines are identified using the algo-
rithm of Figure 6, and the maximum flow across these lines
is enforced by the use of FACTS devices. It is theorized
that once the critical lines are set, the remaining active
power flow in the system will tend to flow according to the



Figure 7 — IEEE 118 bus test system
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Figure 8 - FACTS placement for each line outage in the
118 bus system

maximum flow pattern.

To test this theory, the proposed method is applied to
the 118 bus system for a varying number of FACTS de-
vices. The results are summarized in Table 2. This Table
indicates that in the base case (with no FACTS devices)
there are 123 (out of a possible 179 total lines) line outages
that produce at least one line overload. A line is considered
to be overloaded if it carries more than 25% above the base
case line flow. As FACTS devices are added, the number of
cases of overloads decreases significantly. For a placement
of four FACTS devices, there are only 19 cases of overload.
This means, that out of a possible 179 line outages, only 19
of these outages now cause a line overload; 160 line outages
(roughly 90%) do not produce a significant change from the

Table 1. Chronically Overloaded Lines

#0 J| # i g

37123 24| 149 | 91 92
107 | 65 66 || 156 | 94 96
108 | 65 68 || 157 | 94 100
132 | 80 96 || 159 | 96 97
135 1 80 99 || 160 | 98 100
136 | 82 83 || 171 | 105 106
137 | 82 96 || 176 | 109 110

Table 2. FACTS Placement and Line Overload Results

No. of FACTS | No. of Overloads
none 123
1 34
2 23
4 19
5 16
6 15
7 12

base load flow case. Note that the application of just a sin-
gle FACTS device reduces the number of overload cases
from 123 (roughly 70%) to only 34 cases (20%). These re-
sults are achieved through proper placement of the FACTS
device and the application of the maximum flow algorithm
to determine the amount of active power flow through each
FACTS device. Note, however, that there is also a point at
which the benefit of applying more FACTS devices satu-
rates — in this test system, that point is about five devices.
The decrease in line overloads saturates after this point,
where the decrease in overload cases is roughly one case
per FACTS device.



IV. CONCLUSIONS

This paper presented a novel method for controlling the
active power flow through the power system using FACTS
devices. This method is based upon the graph-theoretic
maximum flow algorithm to determine the scheduling of ac-
tive power flow on each line in the system. The maximum
flow algorithm can actively compensate for line outages by
redirecting power flow to avoid cascading failures. The
maximum flow algorithm is implemented by using FACTS
devices to enforce the active power flow on critical corri-
dors in the power system. The 118 bus system was used as
a test bed to show the effectiveness of the proposed place-
ment and scheduling algorithms. The use of the combined
FACTS and maximum flow algorithm was able to signifi-
cantly reduce the number of line overloads as the result of
line outages.

Work in this area continues in developing a fault-tolerant
distributed maximum flow algorithm that can be imple-
mented in practice without the necessity of a centralized
controller. Each FACTS device will be able to execute the
maximum flow algorithm in real-time to determine its ac-
tive power flow set point.
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